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Black Box Machine Learning

Explainable Al: A hot topic for good reasons

(omputer says no
Tesla’'s Autopilot faces US investigation
after crashes with emergency vehicles

Alis sending people to jail—and getting it
wrong

Using historical data to train risk assessment tools could mean that machines

are copying the mistakes of the past.

‘Google apologizes after its Vision Al
produced racist results



Interpretable vs Black Box

From interpretable to opague and complex

Interpretable* Models
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Decision tree

* Only interpretable if model is reasonably small, and if features are interpretable
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Explanation Problems

From interpretable to opague and complex

Ante-hoc explanation: Post-hoc expllanation:
Transparantbox design z > XAEX3 X X«z «X

hidden layver

(= 15 neurons)

<3 >3

1
2
<1 > 1 3

/ N\ 0
n = 92 n= 92 n= 176 input laver ) I*: 1
- (THd neurons) :-: ::.i::-_ .

4 - 4 - 4 - %
3 — 3 — 3 - G

1

2 o 2 % 2 7
== - - H
0

Source: https://christophm.github.io/interpretable -ml-book/tree.html

Decision tree

Source: http://neuralnetworksanddeeplearning.com/chapl.html

Neural Network



Transparency vs Explainability

The Human Factor

A A neural network is transparent C)? A Complex neural networks have QI'

A Simply look at the weights over 1 BILLION weights!
A Not interpretable anymore

Explanation- definition from (Nauta et al. 2022)

-

An explanationis a presentation of (aspects of)
the reasoning, functioning and/or behavior of
a machine learning model Iin
human-understandable terms.

0965855004000 0000

Nauta, Meike, et al. "From anecdotal evidence to quantitative evaluation methods: A systematic
review on evaluating explainable ai.arXiv preprint arXiv:2201.08164 (2022).

Source image:
http://neuralnetworksanddeeplearning.com/chapl.html

Meike Nauta, Oct 2022



Who Is the User?

| evel of machine

n learningknowledge

ML Model Developers & Builders

i ML Model Users

Source: Hohman, F. M. Kahng, M., Pienta, R., & Chau, D. H. (2018).
Visual analytics in deep learning: An interrogative survey for the next
frontiers. IEEE transactions on visualization and computer graphics.

Meike Nauta, Oct 2022




Why, what, how and who? o

WHO The intended user

WHY The goal of your explanation

WHAT The problem you want to solve

HOW The type of explanation you want to use
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Control

C«TX3 °2J«T «wz ©°| X
behavior to identify previously
unknown flaws.

Is the model right for the right
reasons (no bias/discrimination)?

Justify
@ Justifications for a certain outcome: JUStlfy COntrOI

getting insight into the underlying
reasoning of a decision.




ldentify Shortcut Learning 10,

Machine learning models trained to
recognize skin cancer. Dataset is biased

- . 1 . ./ ..
Malignant

Patches replaced with skin
18% misclassified as malignant

R

Patches inserted
68% misclassified as benign

Data Set from International Skin Imaging Collaboration (ISIC) initiative

The model had learned shortcuts and was right for thanvrong reasons!

Meike Nauta, Ricky Walsh, Adam Dubowski and Christin Seifert: Uncovering and Correcting Shortcut Learning in Machine Learnivigdels for Skin Cancer Diagnosis. Diagnostics. 2022; 12(1):40.
Meike Nauta, Oct 2022
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Control
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Justifications for a certain outcome: N UStlfy COntrOI behavior to identify previously

getting insight into the underlying unknown flaws.
reasoning of a decision. |s the model right for the I’ight

reasons (no bias/discrimination)?

Improve

- Using the explanations of the
Dlsccver Improve systems, users can make the
system smarter. Humanin-the-
loop development: ongoing

iteration and improvement
between human and machine.

Discover

Machine learning algorithms already
outperform humans on many tasks, such
as playing the game of Go [1] and
identifying cervical precancer [2]. Thus,
explainable models can provide us with
new knowledge.

[1] D. Silver et al., Mastering the game of go with deep neural networks and tree
search," nature, vol. 529, no. 7587, p. 484, 2016.

[2] L. Hu et al., An observational study of deep learning and automated
evaluation of cervical imagesfor cancer screening,” JNCI: Journal of the National
Cancer Institute, 2019.



Why, what, who and how? ®

Justify

WHAT The Insight you would like to get
WHO The Intended user
HOW The type of explanation you want to use

WHY The goal of your explanation



Classifying XAl methods

Classification framework

Type of Problem

Type of Data Type of Explanation

Model
Inspection

Model
Explanation

Tabular /

Structured Decision Tree

MBS Decision Rules

Outcome

Transparent
Explanation

Box Design

Feature

Disentangle-
Importance

ment

User-ltem

Time Series ey

Any

(data-agnostic) Graph

Other Feature Plot

Type of Task

Heatmap Localization Classification Regression

Type of Predictive Model

Bayesian or
{Dﬁegcmerﬂml Hierarchical
Network
Tree Ensemble

Type of Method used to Explain

Representation

Support Vector
Synthesis

Machine Other

Prototypes Policy Learning

Represgntqtiun
Visualization

White-box
Model

(excl. decision rules)

Post-hoc e b Supervised
: Built-in :
Explanation Interoretabilit Explanation
Method b Y Training Nauta, Meike, et al. "From anecdotal evidence to quantitative evaluation methods: A systematic

review on evaluating explainable ai.arXiv preprint arXiv:2201.08164 (2022).

Any
(model-agnostic)

Text

Other




Classifying XAl methods

Our Work

From Anecdotal Evidence to Quantitative Evaluation Methods: A Systematic

Review on Evaluating Explainable Al

MEIKE NAUTA, University of Twente, the Netherlands and University of Duisburg-Essen, Germany
JAN TRIENES, University of Duisburg-Essen, Germany

SHREYASI PATHAK, University of Twente, the Netherlands and University of Duisburg-Essen, Germany
ELISA NGUYEN and MICHELLE PETERS, University of Twente, the Netherlands

YASMIN SCHMITT and JORG SCHLOTTERER, University of Duisburg-Essen, Germany
MAURICE VAN KEULEN, University of Twente, the Netherlands

CHRISTIN SEIFERT, University of Duisburg-Essen, Germany

ArXiv (Jan 2022), under review




Initial search

Selection and Inclusion of Papers

606

Screening for

companion papers

1112

Excluded from
survey

Our Selection Process

Excluded from

474 Applyirﬂ_g 'n_r:ILJSimﬂ Analysis c;f guantitative
Criteria evaluation methods
123 Orniginal work introducing, apphying and/or
evaluating one or more methods for explaining a

machine leaming model.
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312

Categorzation of XAl methods
and analysis of evaluation practice

Cnginal work intreducing a method

for explaining a machine learning model. (filter)




XAl Website Launched
https://utwente -dmb.github.io/xal -papers

& Home ‘ A Living and Curated Collection of Explainable Al Methods

= Ppapers Interactively browse and contribute to a curated categorization of papers on explainable Al.
The initial dataset was collected and labelled by Nauta et al. (2022) as part of a large-scale literature review on the evaluation of Explainable Artificial Intelligence. This website
ke Charts provides an interactive way to explore the dataset, and we invite the community to extend the XAl dataset in order to make this a living and curated collection of explainable
Al methods. Contribute by adding papers following our categorization scheme, and reviewing suggestions from others.
® Add Paper
E @
Browse and Explore Contribute and Categorize Review and Verify
Quickly find relevant XAl papers by filtering and searching in the Make this a living collection by adding papers to this collection! Help curating this dataset by reviewing pull requests for new
dataset, using our categorization scheme. Prefer visuals? Use Label the paper using our categorization scheme and make a papers. A paper with 3 positive reviews will be automatically
our charts page for interactive graphs. pull request. added to our collection.
™ ™ ™ . - Tyvpe of Data Type of Explanation Type of Problem
Initial Collection and Categorization s . T
All papers in this collection are categorized along the scheme as presented by Mauta et : . ser-lte isentangle- eature Outc ranspare
al. (2022) and shown in the image on the right. The initial collection contains
categorization of papers on explainable Al published in 2014-2020 at conferences AAA, “ id:hﬁgmﬂ Heatue it m
IICAI, NeurlPS, ICML, ICLR, CVPR, ICCV, ACL, WWW, ICDM, KDD and SIGIR. yE—— T
Bayesi :
White-box o = :
Ivpe of Method used to Explain b, Tmﬁ:ﬁlruhﬂ “ peagﬁl;r;le
Post-hoc T supervised .
wralanati Built-i eyl Re tat :
Overview of Methods on “¥iethod interpretabilty | =% Irljlrrllcl'rtwgn

Explainable Al
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Explainable Al
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N Reset Filters

Title

Explainable Recommendation via Interpretable Feature Mapping and Evaluation of

Explainability.

Select, Answer and Explain - Interpretable Multi-Hop Reading Comprehension over Multiple

Documents.
A Disentangling Invertible Interpretation Network for Explaining Latent Representations.
LP-Explain - Local Pictorial Explanation for Outliers.

Feature Interaction Interpretability - A Case for Explaining Ad-Recommendation Systems via

Neural Interaction Detection.

Interpretations are Useful - Penalizing Explanations to Align Neural Networks with Prior
Knowledge.
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Overview of XAl Methods

Our Findings

Source Nauta, Meike, et al. "From Anecdotal Evidence to Quantitative
Evaluation Methods: A Systematic Review on Evaluating Explainable
arXivpreprint arXiv:2201.08164 (2022).



